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Abstract: In this paper, a memory efficient, fully integer to 
integer with parallel architecture for 2-D Haar wavelet with 
lifting scheme has been proposed. The main problem in most 
2-D architecture is the intermediate or internal memory (on-
chip), which is mostly proportional to the image width, the 
increase of the internal memory lead to increases of the die 
area and control complexity. The proposed non-separable 
architecture is derived by rearranging and combining the 
lifting steps which are carried in both vertical and horizontal 
directions and performing it in simple and single step. In 
addition to the elimination of internal memory, the proposed 
algorithm is outperforming the existing architecture in term of 
hardware utilization, latency, number of arithmetic operation, 
power consumption, and used area. Finally, the proposed 
algorithm has been implemented on Xilinx Spartan 3A 
Development kit.  

 
Keywords: Haar wavelet transform (HWT), _eld-
programmable gate array (FPGA), lifting structure. 

 

I. INTRODUCTION 

Over the past few decades, a considerable number of 
studies have been conducted on two dimensional (2-D) 
discrete wavelet transforms (DWT) for image or video 
signals. Unfortunately, not all these proposed algorithms 
are suitable to be implemented for real time processing 
due to their complexity or processing time.  Ever since 
Daubechies and Sweldens [1], introduce the lifting 
scheme to implement DWT, there has been a renewal of 
interest in employing this technique in hardware and 
software implementation in many applications, 
especially in attaining high throughput and low latency 
processing for high resolution image and video signals.  

The authors are with the Electrical and computer engineering 
department, University of Duhok, IRAQ 

 

Although lifting scheme has sped up the wavelet 
transform by reducing the number and complexity of the 
arithmetic operation, it still suffering from the high 
memory storage resources, where these memory issues 
dominate the hardware cost and complexity of the 
architectures for 2-D DWT. The storage resources 
include transposition memory, temporal memory and 
frame memory. Transposition memory is used in the 2-
D DWT to transpose the intermediate results produced 
by the DWT in the row direction, for the input to the 
subsequent DWT in the column direction. Temporal 
memory is required for storing the partial results 
produced by applying the DWT in each direction, these 
two types together are commonly called internal 
memory. Frame memory is needed in multi-level DWT, 
that store the intermediate data produced at each level 
for the succeeding level, which it is usually advised to 
be the external memory. 

Different algorithms have been proposed to decrease the 
memories hired in the lifting architecture, ranging from 
2N to N2 for internal memory (where N is the width and 
height of the NxN image) with line based scan [2, 3, 4, 
5, 6].  

Recently, Iwahashi et al. [20] presented a non-separable 
lifting scheme, by reassembling the update and 
predicted processing unit in row and column direction 
for both 3/5 and 7/9 lifting scheme, so all the band (LL, 
LH, HL and HH) generated at the same time. The 
advantage of this algorithm is the elimination of the 
transposition memory and decreasing the latency 25%, 
even though the number of arithmetic operations 
increased proportionally to the square of filter sizes. 

In this paper we proposed a most efficient algorithm for 
implementing Haar wavelet transform with lifting 
structure. Haar wavelet has found many applications in 
both signal and image processing [7 – 18]. The 
proposed algorithm has superiority over the other 
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algorithm in term of memory usage, latency, number of 
arithmetic operation, power consumption, and used 
area.   

The rest of the paper is organized as follows. Section 2 
introduces the underlying concepts of the Haar wavelet 
transform and the derivation of the proposed algorithm 
equations. Section 3 compares the proposed architecture 
with other related studies. Section 4 presents the FPGA 
implementation results of different parameters. Finally, 
a brief conclusion is given in Section 5 

 II. LIFTING HAAR WAVELET TRANSFORM 

II.1. 1-D Lifting scheme of Haar wavelet transform 

To achieve the idea underlying the lifting scheme, we 
first have to decompose the analysis and synthesis filters 
into their polyphase components. The un-normalized 
analysis Haar filters banks have the following 
coefficients: 

𝐻𝐻𝑎𝑎(𝑧𝑧) = 1
2

+ 1
2

 𝑧𝑧−1 ,𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝐻𝐻𝐻𝐻 = 1
√2

 ,   
 ………… (1) 

𝐺𝐺𝑎𝑎(𝑧𝑧) = −1 + 𝑧𝑧−1  ,𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝐺𝐺𝐺𝐺 = √2 . 
 ………… (2) 

The polyphase matrix which consisting of even and odd 
parts of the high-pass and low-pass filters be 

𝑃𝑃𝑎𝑎(𝑧𝑧) = �𝐻𝐻𝑎𝑎𝑎𝑎
(𝑧𝑧) 𝐺𝐺𝑎𝑎𝑎𝑎 (𝑧𝑧)

𝐻𝐻𝑎𝑎𝑎𝑎 (𝑧𝑧) 𝐺𝐺𝑎𝑎𝑎𝑎 (𝑧𝑧)�  = �
1
2

−1
1
2

1
�  ………… 

(3) 

The details and approximate output coefficients can be 
obtained by multiplying the polyphase matrix with the 
input signal. 

�𝐴𝐴(𝑧𝑧)
𝐷𝐷(𝑧𝑧)� = 𝑃𝑃𝑎𝑎(𝑧𝑧)𝑋𝑋(𝑧𝑧) 

�𝐴𝐴(𝑧𝑧)
𝐷𝐷(𝑧𝑧)� = 𝑃𝑃𝑎𝑎(𝑧𝑧) �

𝑋𝑋𝑎𝑎𝑎𝑎 (𝑧𝑧)
𝑧𝑧−1𝑋𝑋𝑎𝑎𝑎𝑎 (𝑧𝑧)�   

�𝐴𝐴(𝑧𝑧)
𝐷𝐷(𝑧𝑧)����
𝑜𝑜𝑜𝑜𝑜𝑜  𝑜𝑜𝑜𝑜
𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠

= �𝐻𝐻𝑎𝑎𝑎𝑎 (𝑧𝑧) 𝐻𝐻𝑎𝑎𝑎𝑎 (𝑧𝑧)
𝐺𝐺𝑎𝑎𝑎𝑎 (𝑧𝑧) 𝐺𝐺𝑎𝑎𝑎𝑎 (𝑧𝑧)��������������
𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎  𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 ℎ𝑎𝑎𝑎𝑎𝑎𝑎

𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚

�
𝑋𝑋𝑎𝑎𝑎𝑎 (𝑧𝑧)

𝑧𝑧−1𝑋𝑋𝑎𝑎𝑎𝑎 (𝑧𝑧)����������
𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖  𝑜𝑜𝑜𝑜
𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠  

   ………… 

(4) 

As a result, the two equations for both 𝐴𝐴(𝑧𝑧) and 𝐷𝐷(𝑧𝑧) 
will be as: 

𝐷𝐷(𝑧𝑧) =  −𝑋𝑋𝑎𝑎𝑎𝑎 (𝑧𝑧) + 𝑧𝑧−1𝑋𝑋𝑎𝑎𝑎𝑎 (𝑧𝑧) 

𝐴𝐴(𝑧𝑧) =
1
2
𝑋𝑋𝑎𝑎𝑎𝑎 (𝑧𝑧) +

1
2
𝑧𝑧−1𝑋𝑋𝑎𝑎𝑎𝑎 (𝑧𝑧)

= 𝑋𝑋𝑎𝑎𝑎𝑎 (𝑧𝑧) −
1
2
𝑋𝑋𝑎𝑎𝑎𝑎 (𝑧𝑧) +

1
2
𝑧𝑧−1𝑋𝑋𝑎𝑎𝑎𝑎 (𝑧𝑧) 

Therefore, we can write 

𝐴𝐴(𝑧𝑧) = 𝑋𝑋𝑎𝑎𝑎𝑎 (𝑧𝑧) + 1
2

{−𝑋𝑋𝑎𝑎𝑎𝑎 (𝑧𝑧) + 𝑧𝑧−1𝑋𝑋𝑎𝑎𝑎𝑎 (𝑧𝑧)} 
 ………… (5) 

𝐴𝐴(𝑧𝑧) = 𝑋𝑋𝑎𝑎𝑎𝑎 (𝑧𝑧) + 1
2
𝐷𝐷(𝑧𝑧)   

 ………… (6) 

Now denote the even and odd samples of the input as 
𝑋𝑋𝑒𝑒(𝑧𝑧) = 𝑋𝑋𝑎𝑎𝑎𝑎 (𝑧𝑧) and 𝑋𝑋𝑜𝑜(𝑧𝑧) = 𝑋𝑋𝑎𝑎𝑎𝑎 (𝑧𝑧) respectively. This 
corresponds to the following implementation of the 
forward transform: 

𝐷𝐷(𝑧𝑧) =  −𝑋𝑋𝑒𝑒(𝑧𝑧) + 𝑋𝑋𝑜𝑜(𝑧𝑧) 

𝐴𝐴(𝑧𝑧) = 𝑋𝑋𝑒𝑒(𝑧𝑧) +
1
2
𝐷𝐷(𝑧𝑧) 

And the normalized details and approximate coefficients 
can be obtained by   

𝐷𝐷𝑛𝑛(𝑧𝑧) = 𝐷𝐷(𝑧𝑧) × 1
√2

   ………… 
(7) 

𝐴𝐴𝑛𝑛(𝑧𝑧) = 𝐴𝐴(𝑛𝑛) × √2   ………… 
(8) 

These two equations can be implemented in following 
steps like any other lifting scheme as: 

1. Splitting: The input signal 𝑥𝑥(𝑛𝑛) at sampling 
rate 𝐹𝐹𝑠𝑠 is split into even 𝑥𝑥𝑒𝑒(𝑘𝑘) = 𝑥𝑥(2𝑛𝑛) and 
odd 𝑥𝑥𝑜𝑜(𝑘𝑘) = 𝑥𝑥(2𝑛𝑛 − 1) sequences with half 
sampling rates.  

2. Prediction: the odd sample is predicted based 
on the even sample through a predicting 
operator P (in which it is 1 in Haar transform), 
and the prediction error is defined as the detail 
signal: 

𝑑𝑑(𝑘𝑘) = −𝑥𝑥𝑒𝑒(𝑘𝑘) + 𝑥𝑥𝑜𝑜(𝑘𝑘)    
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3. Updating: the detail signal 𝑑𝑑1(𝑘𝑘) is update 
through an updating operator U, to acquire the 
approximation signal: 

𝑎𝑎(𝑘𝑘) = 𝑥𝑥𝑒𝑒(𝑘𝑘) + 1
2
𝑑𝑑1(𝑘𝑘)      

4. Scaling: both the details and approximate 
confidents will be scaled to obtain the 
normalized coefficients 
 𝑎𝑎𝑛𝑛 = 𝑎𝑎 × 𝐾𝐾1 
𝑑𝑑𝑛𝑛 = 𝑑𝑑 × 𝐾𝐾2 

These steps can be implemented as shown in the block 
diagram of Figure 1. While the reconstruction process 
can easily obtain by reversing the direction of the data 
flow and operators in the original formula then applying 
the merging process instead of splitting as shown in 
Figure 2. 

𝑥𝑥𝑒𝑒(𝑘𝑘) = 𝐾𝐾2𝑎𝑎(𝑘𝑘) − 𝐾𝐾1
1
2
𝑑𝑑(𝑘𝑘) 

𝑥𝑥𝑜𝑜(𝑘𝑘) = 𝐾𝐾1𝑑𝑑(𝑘𝑘)+𝑥𝑥𝑒𝑒(𝑘𝑘) 

 

 

 

 

 

 
Figure 1. Block diagram of Haar wavelet lifting scheme 

 
Figure 2 . Block diagram of reverse Haar wavelet lifting scheme 

. 
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Figure 3. Conventional 2D wavelet transform 

 

 

 

 

 

 

 

II.2. Non-separable 2D Haar wavelet lifting scheme:  

In general, most of the 2D transform implemented by 
applying the a 1D transform in the row direction and 
then in column direction or vice versa, as shown in 
Figure 3 for wavelet transform The drawback of this 
method is the need of a high transposition memory 
which reachs at least to 2N for a matrix of NxN 
dimension [5], or modify the structure of the 1-D 
transform to reduce the transposition memory but that 
will be at the expense of the increase of frame memory.  

In this paper, we propose a non-separable 2-D Haar 
wavelet lifting scheme which discerning from other 
architecture of no need for both transposition neither 
frame memory, no multiplication, zero latency and 
100% hardware utility, with fully parallel processing.  

The equations of the proposed method can be derived as 
following, with NxN image matrix as shown in figure 4 
with the data reading direction as mentioned  

 

 

 

 

 

 

 

 

 

 

in the figure, the low pass and high pass subband 
resulted from applying the 1D Haar wavelet transform is 
obtained as follow 

𝐻𝐻11 = [𝑋𝑋11 − 𝑋𝑋21] × 1
√2

= 𝑋𝑋11−𝑋𝑋21
√2

  ………… 
(9) 

𝐿𝐿11 = �𝑋𝑋21 + 1
2
𝐻𝐻11� × √2 = 𝑋𝑋11 +𝑋𝑋21

√2
 

 ………… (10) 

In the same way  

𝐻𝐻12 = [𝑋𝑋21 − 𝑋𝑋22] × 1
√2

= 𝑋𝑋21−𝑋𝑋22
√2

  ………… 
(11) 

𝐿𝐿12 = �𝑋𝑋21 + 1
2
𝐻𝐻12� × √2 = 𝑋𝑋21 +𝑋𝑋22

√2
 

 ………… (12) 
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Now, to obtained the subbands LL, LH, HL and HH, the 
1D transform in row direction is applied on both the L 
and H respectively. 

𝐿𝐿𝐿𝐿11 = [𝐿𝐿11 − 𝐿𝐿12] × 1
√2

= 𝑋𝑋11−𝑋𝑋21 +𝑋𝑋12−𝑋𝑋22
2

 
 ………… (13) 

𝐿𝐿𝐿𝐿11 = �𝐿𝐿12 + 1
2
𝐿𝐿𝐿𝐿11� × √2 = 𝑋𝑋11 +𝑋𝑋21 +𝑋𝑋12 +𝑋𝑋22

2
 ………… (14)  

𝐻𝐻𝐻𝐻11 = [𝐻𝐻11 −𝐻𝐻12 ] × 1
√2

= 𝑋𝑋11−𝑋𝑋21−𝑋𝑋12 +𝑋𝑋22
2

 ………… (15)  

𝐻𝐻𝐻𝐻11 = �𝐻𝐻12 + 1
2
𝐻𝐻𝐻𝐻11� × √2 = 𝑋𝑋11 +𝑋𝑋21−𝑋𝑋12−𝑋𝑋22

2
 ………… (16)  

Since all subbands coeffiecnts are divided by 2, this 
division process can be omitted in all application 
without any effect on the results. The implementation of 
these equations is shown in Figure 5. Again the same 
equation can be used to implement the reconstruction 
process with only reversing the direction of the data 
flow as shown in Figure 6. 
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… … … … … … … … 

LN/21 … … … … … … LN/2N/2 

 

 

H11 H12
 … … … … … H1N 

H21 … … … … … … … 

… … … … … … … … 

HN/21 … … … … … … HN/2N/2 

  Fig. 4 the data flow direction 
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Figure 5. the forward Haar wavelet lifting scheme 
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Figure 6. the forward Haar wavelet lifting scheme 

 

 

 

III. COMPARISON 

The proposed algorithm is compared with former 
architecture in the literature. Our comparison is 
restricted to the 2D 3/5 and 7/9 lifting architectures, 
since there is no pervious lifting architecture for Haar 
wavelet to the best knowledge of the authors. Table 1 
summarizes the performance comparison for 2-D 
architectures includes evaluation in terms of computing 
time, system latency, internal memory usage, number of 
multipliers, and number of adders. 

The results show that our proposed method is 
outperforms the other architecture in most of the criteria 

especially in the absence of the internal memory and the 
computing time due to the full parallelism of the 
algorithm, and the low latency of the system which 
represents the waiting clock cycles from original image 
input to first subband coefficient out, and the delay is 
only equal Tm + 2Ta, which indicate the multiplier and 
adder delay time. 

Another comparison is made with the non-separable 
algorithm in [6]. Again the comparison is with both 5/3 
and 9/7 wavelets, and also the results of the proposed 
method surpass the other method in many criteria and 
that is reasonable due to the difference of the filter 
lengths for each wavelet family, and here the 
application decides the type of filter to be chosen

.   
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Table 1. Comparisons of various 2D DWT architectures with the proposed one 

 [19] 
(5/3) 

[20] 
(5/3) 

[5] 
(5/3) 

[21] 
(9/7) 

[3] 
(9/7) 

[22] 
(9/7) 

Our 
Haar  

Computing 
time 𝑁𝑁2 2⁄ + 𝑁𝑁 + 5 𝑁𝑁2 3

4� 𝑁𝑁2 + 3
2� 𝑁𝑁 + 7 𝑁𝑁2 22 + 𝑁𝑁2

+ 3𝑁𝑁 𝑁𝑁2 4⁄  𝑁𝑁2 4⁄  

Internal 
memory 3.5𝑁𝑁 2.5𝑁𝑁 2𝑁𝑁 22𝑁𝑁 5.5𝑁𝑁 5.5𝑁𝑁 0 

Latency 2𝑁𝑁 + 5 3 3
2� 𝑁𝑁 + 3  - 𝑁𝑁 1 

Adders 8 6 8 36 8 32 12 
Multipliers 4 4 0 36 6 18 4 

 Table 2. Comparisons of the non-separable architecture proposed in [20] with the proposed one  

 [6] 
(5/3) 

[6] 
(9/7) 

Our 
Haar  

Computing time 𝑁𝑁2 4⁄  + 11 𝑁𝑁2 4⁄  + 11 𝑁𝑁2 4⁄  

Transposition 
memory 0 0 0 

Line buffers 8 28 0 

Latency 5 11 1 

Adders 10 24 12 

Multipliers 10 24 4 

Table 3. Hardware utilization results of the FPGA prototype  

Logic Utilization Used Available Utilization 

Number of 4 input LUTs 166 11776 1% 

Number of occupied Slices 99 5888 1% 

Number of Slices containing only related logic 99 99 100% 

Number of Slices containing unrelated logic 0 99 0% 

Total number of 4 input LUTs 166 11776 1% 

Number of bounded IOBs 97 372 26% 

Average Fanout of Non-Clock Nets 1.76   

Table 4. Timing summary of the proposed algorithm  

Speed Grade -4 
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Minimum period  1.263ns (Maximum Frequency: 791.766MHz) 

Minimum input arrival time before clock  No path found 

Maximum output required time after clock  No path found 

Maximum combinational path delay 15.651ns 

 

 

Figure 6. XSG system implementation 
 

 

 

IV. FPGA DESIGN IMPLEMENTATION 

The proposed architectures were implemented on FPGA 
using Xilinx System Generator (XSG) and Xilinx 
Spartan 3A Development kit. XSG is a high-level 
software tool that enables the use of 
MATLAB/Simulink environment to create and verify 
hardware designs for Xilinx FPGAs quickly and easily. 
It also provides full power consumption rated frequency 
reports, further includes a code generator that 
automatically generates HDL code from the created 
model. Generated HDL code can be synthesized and 
implemented in the Xilinx FPGAs. The XSG blocks are 
like standard Simulink blocks except that they can 
operate only in discrete-time and fixed-point format.  

Table 3 summarizes the device utilization of the system 
implementation which shows the low number of system 
resources. Also, table 4 shows the maximum estimated 
frequency for the system is about 791 MHz, finally the 
consumed by this architecture is only 31mW. 

 

V.CONCLUSION 

An efficient architecture for implanting Haar wavelet 
transform is proposed in the paper. This algorithm has 
money advantages, the main one is the abandon of both 
the transportation and frame memory, also the full 
integer to integer transform due to the absence of 
multiplication processor in addition to the low hardware 
utilization, low power consumption and the fully 
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parallel process. Finally, the algorithm has successfully 
been verified using Spartan 3A Development kit. 
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